Chapter 6:  Probability Models

Activity 6.1:  Chances Are!
SOLs:  None
Objectives:  Students will be able to:  

Determine relative frequencies for a collection of data
Determine both theoretical and experimental probabilities

Simulate an experiment and observe the law of large numbers

Identify and understand the properties of probability

Vocabulary: 
Relative Frequency – what percentage of the whole is some interested part
Event – an occurrence of something, like rolling a six on a single die
Probability of an Event – the chances of an event occurring
Random – every event has an equal likelihood of happening
Sample Space – collection of all possible outcomes
Probability Distribution – all possible probabilities
Theoretical Probability – determined by mathematical examination of all possible values
Experimental Probability – determined by the relative frequencies determined in an experiment
Simulation – where technology is used to examine a probabilistic event
Key Concepts:  
Law of Large Numbers:  as the number of trials is increased the experimental probability will approach the theoretical probability.
Properties of Probability:


a) Sum of the probabilities of all possible events must equal one;                ∑Pi = 1


b) Probability of any single event must be between 0 and 1;                         0 ≤ P(event) ≤ 1

c) Probability of impossibility is zero;                                                           P(impossible event) = 0


d) Probability of certainty is one                                                                    P(certain event) = 1

Theoretical Probability = (number of outcomes in event) / (total number of all possible outcomes)

Experimental Probability = (number of observed occurrences of event) / (total number of observations)

Activity:  
The study of probability began with mathematical problems arising from games of chance.  In 1560, Italian Gerolamo Cardano wrote a book about games of chance.  This book is considered to be the first written on probability.  Two French mathematicians, Blaise Pascal and Pierre de Fermat, are credited by many historians with the founding of probability theory.  They exchanged ideas on probability theory in games of chance and worked together on the geometry of the die.
Although probability is most often associated with games of chance, probability is used today in a wide range of areas, including insurance, opinion polls, elections, genetics, weather forecasting, medicine, and industrial quality control.
Complete the following table (which lists years of service of the 789 workers at High Tech Manufacturing).
	Seniority
	Less than 1 Year
	1 – 10 Years
	More than 10 Years
	Total

	Male
	82
	361
	47
	

	Female
	49
	202
	48
	

	Total
	
	
	
	


What is the total number of males?

What is the total number of workers with 1-10 years of service?

Convert the table to a table of Relative Frequencies   (Example:  82/789 = .104)

	Seniority
	Less than 1 Year
	1 – 10 Years
	More than 10 Years
	Total

	Male
	.104
	
	
	

	Female
	
	
	
	

	Total
	
	
	
	


If a person is randomly selected from the company, what is the probability that ….?

a) They are a male
b) They have less than one year experience
c) They have more than 10 years experience
d) They don’t work for the company
Example 1:  Using a six-sided dice, answer the following:
a) P(rolling a six)
b) P(rolling an even number) 
c) P(rolling 1 or 2)
d) P(rolling an odd number)
Example 2:  Identify the problems with each of the following
 
a) P(A) = .35, P(B) = .40, and P(C) = .35
b) P(E) = .20, P(F) = .50, P(G) = .25
c) P(A) = 1.2, P(B) = .20, and P(C) = .15
d) P(A) = .25, P(B) = -.20, and P(C) = .95
Concept Summary:

Law of Large Numbers:  as the number of trials is increased the experimental probability will approach the theoretical probability.

Properties of Probability:


a) Sum of the probabilities of all possible events must equal one


b) Probability of any single event must be between 0 and 1


c) Probability of impossibility is zero 


d) Probability of certainty is one 

Theoretical Probability = (number of outcomes in event) / (total number of all possible outcomes)

Experimental Probability = (number of observed occurrences of event) / (total number of observations)
Homework:  pg 706 – 712; problems 1, 5, 7, 8, 9, 11
Activity 6.2:  Choices
SOLs:  None
Objectives:  Students will be able to:  

Apply the multiplication principle of counting
Determine the sample space for a probability distribution

Display a sample space with a tree diagram

Determine complementary probabilities

Use Venn Diagrams to illustrate relationships between events

Vocabulary:  
Tree Diagram – a way of listing all possible events in a sample space

Complement of event – the probability that the event does not happen
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Venn diagram – logical depictions of sample spaces
Key Concept:  

Tree Diagram: (see right)
Multiplication Principle of Counting:  If you can do one task in n number of ways and a second task in m number of ways, then both tasks can be done in n ( m number of ways.
Complementary Events:   probability of an event and its complement is one;              P(A) + P(~A) = 1

Probability of At Least One:  is equal to one minus the probability of it complement;    P(at least one) = 1 – P(none)

Translating English into Math:

	Math 
Symbol
	English Phrases

	≥
	At least
	No less than
	Greater than or equal to

	>
	More than
	Greater than
	

	<
	Fewer than
	Less than
	

	≤
	No more than
	At most
	Less than or equal to

	=
	Exactly
	Equals
	Is 

	≠
	Different from
	
	


Activity:  
Suppose you are looking for a new car and have narrowed you decision down to a Mustang, but can’t decide on the exact color, transmission, engine, or options package.  There are three sizes of engines (3.0, 3.8 and 4.6 liters), two transmissions (standard and automatic), five colors you like (black, silver, red, yellow, and green), and three option packages (GL, Sport, XL).  With all these possible choices, you want to know how many different Mustangs there are from which you must choose.

1.  From the choices given above, how many different Mustang combinations are possible?

Example 1:  How many different dinner combinations can we have if you have a choice of 3 appetizers, 2 salads, 4 entrees, and 5 deserts?
Example 2:  Given a survey with 4 “yes or no” type questions, list all possible outcomes using a tree diagram.  Divide them into events (number of yes answers) regardless of order.
Example 3:  P(rolling at least 4 on a six-sided die) = ??
Draw a VENN diagram representing example 3

Example 5:  P(rolling at least 3 on two six-sided die) = ??
Concept Summary: 
· Multiplication principle of counting allows us to calculate the total combinations of all choices
Total = m (choices) ( n (choices) 

· Tree diagrams displays all outcomes for a event or a series of events

· The complement of a event is everything outside that event;        P(event) + P(~event) = 1

· P(at least one) = 1 – P(none) 

Homework:  page 719-723; problems 1-3, 5, 6, 9
Activity 6.3:  Experimenting with Probabilities
SOLs:  None
Objectives:  Students will be able to:  

Distinguish between independent and dependent events
Calculate probability problems involving “and” statements using multiplication formula

Calculate probability problems involving “or” statements using addition formula

Identify mutually exclusive events
Vocabulary:  
Independent – events are independent if the occurrence of either event does not affect the probability of the other occurring
Dependent – events are dependent if the occurrence of either event affects the probability of the other occurring
Mutually Exclusive – two events are mutually exclusive if the both cannot occur at the same time
Key Concepts:

· Multiplication (AND) Rule:

· Independent:   P(A and B) = P(A) ( P(B) 

· Dependent:   P(A and B) = P(A) ( P(B|A)                                (conditional probability) 

· Addition (OR) Rule:  
· P(A or B) = P(A) + P(B) – P(A and B) (P(A and B) = 0 if mutually exclusive)
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Activity:   Consider the following two probability experiments.
Experiment1:  You roll two fair six-sided dice.  What is the probability that a 4 show on each die?

Experiment 2:  You pick two cards from a standard deck of 52 cards without replacing the first card before picking the second.  What is the probability that the cards are both red suited?

These experiments are very similar.  In each case, you are determining the probability that two events occur together.  The word and is used to indicate that both events must occur.  In Venn diagrams the word and is generally interpreted to mean the intersection of two sets.

In the dice experiment, what is the probability that a 4 is rolled with the first die?

What is the probability that a 4 was rolled on the second die?

Since these events are independent, then the Multiplication principle of Probability applies.  What is the probability of getting a 4 on the first die and a 4 on the second die?
Now in the card experiment, what is the probability of a red suited card on the first draw?

What is the probability of a red suited card on the second draw, given that we got one on the first draw?

Why are these two experiments different?

Independent Examples:
What is the probability of rolling 2 consecutive sixes on a ten-sided die?
What is the probability of flipping a coin and getting 3 tails in consecutive flips?
Dependent Examples:

What is the probability of drawing two aces from a standard 52-card deck?
What is the probability of drawing two hearts from a standard 52-card deck?
Mutually Exclusive Examples:

What is the probability of rolling a 6 or an odd-number on a six-sided die?
What is the probability of drawing a king, queen or jack (a face card) from a standard 52-card deck?
General Addition Examples:
What is the probability of rolling a 5 or an odd-number on a six-sided die?
What is the probability of drawing a red card or a face card from a standard 52-card deck?
Concept Summary:

· Events are independent if the occurrence of either event does not affect the occurrence of the other

· P(A and B) = P(A) ( P(B) 

· Events are dependent if the occurrence of either event does affect the occurrence of the other

· P(A and B) = P(A) ( P(B|A)                                (remember for next lesson) 

· Mutually exclusive events can’t happen at same time 

· P(A or B) = P(A) + P(B)                                      (P(A and B) = 0) 

· Events not mutually exclusive

· P(A or B) = P(A) + P(B) – P(A and B) 

Homework:  pg 731-737; problems 1, 2, 4, 8, 13
Activity 6.4:  Conditional Probabilities
SOLs:  None
Objectives:  Students will be able to:  

Identify a conditional probability problem
Determine conditional probabilities using sample space or the data from a table

Determine conditional probabilities using a formula
Vocabulary:  
Conditional probabilities – the probability that one event happens, given that another event has occurred
Contingency tables – a table listing breakouts by two or more variables
Key Concepts:
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Activity:  It has rained for the past three days.  However, the weather forecast for tomorrow’s softball game is sunny and no chance of rain.  You decide not to take a rain jacket, only to get drenched when there is a sudden downpour during the game.
Although not perfect, the level of accuracy of weather forecasting has increased significantly through the use of computer models.  These models analyze current data and predict atmospheric conditions at some short period of time form that moment.  Based on these predictions, another set of atmospheric conditions are predicted.  This process continues until the forecast for the day and the extended forecast for the next several days are completed. 
What does the level of accuracy in the weather forecasting model described above depend upon?

The level of accuracy decreases as the forecasts extend several days ahead.  Explain.

The accuracy of weather forecasting is based on conditional probabilities; that is, the probability that one event happens, given that another event has already occurred.  For example, the probability that it will rain this afternoon, given that a low pressure system moved into the area this morning, is a conditional probability. 
Example 1:  Given the following information:  P(A) = 0.75, P(B) = 0.6 and P(A and B) = 0.33
What is the P(A | B)?
What is the P(B | A)?
Contingency Table Example 1:  
	
	Male
	Female
	Total

	Right handed
	48
	42
	90

	Left handed
	12
	8
	20

	Total
	60
	50
	110


1. What is the probability of left-handed given that it is a male?
2. What is the probability of female given that they were right-handed?
3. What is the probability of being left-handed?
Contingency Table Example 2:  
	
	Male
	Female
	Total

	Involved in Sports
	52
	58
	110

	Not involved in Sports
	32
	58
	90

	Total
	84
	116
	200


1. What is the probability of being involved in sports given that it is a male?
2. What is the probability of female given that they were involved in sports?
3. What is the probability of not being involved in sports?
Concept Summary:

· Conditional probability, P(A|B), is read probability of A, given B has already occurred

· For contingency tables, probabilities are the number of occurrences listed in the table

· Conditional probability formula:

                  P(A and B)
P(A|B) = -----------------
                        P(B) 
Homework:  pg 743 – 747; problems 1-3, 5, 8
Lab 6.5:  First Serve
SOLs:  None
Objectives:  Students will be able to:  

Use conditional probabilities to solve problems
Vocabulary:  
Nothing New
Activity:  Complete two of the three scenarios listed in the handout.
Concept Summary:

· Conditional probability, P(A|B), is read probability of A, given B has already occurred

· For contingency tables, probabilities are the number of occurrences listed in the table

· Conditional probability formula:

                  P(A and B)
P(A|B) = -----------------
                        P(B) 
Homework:  Complete two of the three worksheets to turn in 
Lab 6.6:  Colorful Probabilities
SOLs:  None
Objectives:  Students will be able to:  

Solve probabilities problems involving M&M candies
Vocabulary:  
Nothing new
Activity:  
Concept Summary:
· Complete worksheet after collecting data from M&M
Homework:  none, complete in-class worksheet for turn in
Activity 6.7:  Selecting and Rearranging Things
SOLs:  None
Objectives:  Students will be able to:  

Determine the number of permutations
Determine the number of combinations

Recognize patterns modeled by counting techniques
Vocabulary:  
Factorial – n! is defined to be n! = n∙(n-1)∙(n-2)∙(n-3)….. (3)∙(2)∙(1)
Permutation – is an arrangement of objects, from first to last, where the order in which the objects are selected is most important.  The symbol nPr represents the number of permutations of r objects selected from n objects.
Combination – is a collection of objects from larger collections, where the order of selection is not important.  The symbol nCr represents the number of combinations of n objects taken r at a time.
Key Concepts:  
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Activity:  
In working through the previous activities, you may have noticed there are many different varieties of counting problems.  Sometimes a tree or list may be feasible to display all possibilities.  But usually the overwhelming number of possibilities makes constructing a list or tree impractical.  In this activity you will explore two more types of counting problems, permutations and combinations – both of which use the multiplication principle of counting.
You have 5 letters in your name and wish to arrange them on your paper.  In how many ways can this be done? 
What if we didn’t order the entire collection, but rather used a subset of that collection.  
There are 26 letters in the alphabet.  How many 5 letter passwords (can’t use the same letter more than once) can be made out of the 26 letters?
What if order was unimportant to us?  What if only being selected was the most important thing?
There are 26 students in class; 5 students will be chosen to go on a trip to visit the set of National Treasure 3 filming in Richmond next summer.  How many different combinations of students can be done?
Example 1:   Find the following factorials:
a) 6!
b) 10!
c)  8!
----
 6! 
Example 2: Find the following permutations:
a) 7P3 
b) 9P5 
c) 6P4 
Example 3:  In a horse racing “Trifecta”, a gambler must pick which horse comes in first, which second, and which third.  If there are 8 horses in the race, and every order of finish is equally likely, what is the chance that any ticket is a winning ticket?
Example 4:  Find the following combinations:
a) 7C3 
b) 9C5 
c) 6C4 
Example 5:  If there are 8 researchers and 3 of them are to be chosen to go to a meeting, how many different groupings can be chosen?
Concept Summary:

· Permutations are arrangement of objects where order selected is the most important
              n!
nPr = ----------- 
           (n – r)!
· Combinations are collections of objects where order selected is not important
              n!
nCr = ----------- 
         r!(n – r)! 
· Order is the difference between permutations and combinations 

Homework:  pg 762 – 763; problems 1-4, 8, 10
Activity 6.8:  How many Boys (or Girls)
SOLs:  None
Objectives:  Students will be able to:  

Recognize components of a binomial experiment
Calculate binomial probabilities
Vocabulary:  
Binomial Probability Distribution – a discrete (integer only) probability distribution that meets four specific criteria
Binomial Coefficient – the number of different ways a certain combination can be done.  nCr is n things taken r at a time. 

Independent Events – when the outcome of one event has no effect on the outcome of another event 
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Key Concept:  Binomial PDF
An experiment is said to be a binomial experiment provided:
1. The experiment is performed a fixed number of times.  Each repetition is called a trial.
2. The trials are independent
3. For each trial there are two mutually exclusive (disjoint) outcomes:  success or failure
4. The probability of success is the same for each trial of the experiment
Activity:  
In a family with 4 children, how unusual would it be for all children to be boys?  Or by the same token, all girls?  Such questions are relevant for many families in cultures around the world, especially when one gender is favored over another.  (Note: China’s cultural preference for male children has led to huge imbalance between young males and females in China)
Suppose that whether a baby is a boy or a girl is equally likely.
What is the probability that a single child is a boy? 
What is the probability of the second child born being a boy?
Now if the births are independent, then what if the probability that if a family had 2 kids, both are boys?
Fill in the following table for 2 children: 
	X (# of boys)
	P(x)
	Ways it happens

	0
	
	

	1
	
	

	2
	
	


Back to the original question about families with 4 kids.
Fill in the following table for 4 children: 
	X (# of boys)
	P(x)
	Ways it happens

	0
	
	

	1
	
	

	2
	
	

	3
	
	

	4
	
	


Example 1:  Translate into mathematical symbols:
a) At least 5 quarters
b) No more than 3 nickels
c) fewer than 6 pennies
d) Something different than 2 dimes 
Example 2:  In the “Pepsi Challenge” a random sample of 20 subjects are asked to try two unmarked cups of pop (Pepsi and Coke) and choose which one they prefer. If preference is based solely on chance what is the probability that: 
a) 6 will prefer Pepsi?
b) 12 will prefer Coke?
c) at least 15 will prefer Pepsi?
d) at most 8 will prefer Coke?
Example 3:  A certain medical test is known to detect 90% of the people who are afflicted with disease Y. If 15 people with the disease are administered the test what is the probability that the test will show that: 
a) all 15 have the disease?
b) at least 13 people have the disease?
c) 8 have the disease?
Example 4: Suppose that in its lifetime, a female kangaroo gives birth to exactly 10 young.  Suppose further that each kangaroo baby, independently of all the others, has a 20% chance of surviving to maturity.  
a) Find the probability that exactly four of the kangaroo’s young will survive to maturity
b) Find the probability that at least four of the kangaroo’s young will survive to maturity.
Example 5:  State the conditions that must be satisfied for a random variable X to have a binomial distribution.
Concept Summary: 
· If two events are independent, the P(A and B) = P(A)(P(B)

· Binomial Conditions:

· Fixed number of trials, n

· Each trial independent

· Each trial has two mutually exclusive outcomes (success/failure)

· Probability of success, p, is constant (P(failure) = (1 – p) = q

· Binomial Coefficient is the combination of n things taken r at a time
· Binomial probability; P(x) = nCx pnqn-x   
Homework:  pg 769-771; problems 1-4, 7
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Probability Rules for a Probabilistic Model:

1) Sum of all P(Events) = 1

2) All probabilities must be  0 ≤ P(Events) ≤ 1

3) P(Event) + P(Event’s Compliment) = 1

4) P(certainty) = 1  and   P(impossibility) = 0

number of ways E can occur 

Theoretical Method of Probability:            P(E) =  --------------------------------------------
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P(A) = 3/6 = 0.5  and P(B) = 3/6 = 0.5  

so

P(A or B) = P(A) + P(B) = 0.5 + 0.5 = 1 (not very common, but A and B are compliments!)

P(C) = 4/6 = 0.67 ,  P(D) = 4/6 = 0.67  and P(C and D) = 2/6 = 0.33

so

P(C or D) = P(C) + P(D)  - P(C and D) = 0.67 + 0.67 – 0.33 = 1

(note:  if we don’t remove the double counting then P(C or D) > 1!)

Computing of At-Least Probabilities:

P( at least one) = 1 – P(compliment of at least one) = 1 – P(none)

At least one:  x ≥ 1  so the complement is x = 0!

Multiplication Rule of Counting:  p•q•r• ….  For p choices of item 1, q choices of item 2, 

r choices of item 3 and so on.
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Contingency Tables

Given information about the number of occurrences of events in tables (experimental probability), we can calculate probabilities (including conditional probabilities) using the following formula:




where 
n(A and B) represents the number of observations of both A and B; and 
n(B) represents the total number of observations of B

                   n( A and B)

P(A | B) = -------------------

                          n(B)







Contingency Tables

Giveninformation bt thenumbr of ccurencesof
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Combinations

Number of Combinations of 
n Distinct Objects taken r at a time:

		N objects are distinct

		Once used an object cannot be repeated 
            (no repetition)

		Order is not important



			              n!                          nPr

			nCr = -----------             =   ----------

			          r!(n – r)!                    rPr



Type in n, hit MATH; select PRB, 3 and type in r; ENTER
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Probability Review

Two events are independent if the probability of them occurring is unaffected by the other occurring.  Simplest example would be rolling two consecutive sixes on a die.  The probability of rolling the second six is not dependent on rolling the first six.  The multiplication rule for independent events is given by:



          P(E and F) = P(E) • P(F) (if E and F are independent!)



          P(rolling 2 consecutive sixes) = P(rolling 6) • P(rolling 6) = 1/6 • 1/6 = 1/36 = 0.0278



Two events are dependent if the probability of them occurring is affected by the other occurring.  For example, if I drew from a deck of cards an Ace, then probability drawing another Ace from the deck (without replacing the first card) would be affected by drawing the first Ace.

                                                                                     P(E and F)

This leads to conditional probabilities:  P(F|E) = -----------------------

                                                                                        P(E)

	

	P(drawing the first Ace) = 4/52 = 0.077

         



	P(drawing a second Ace| first Ace) = 3/51 = 0.059



The probability of F occurring , given the occurrence of event E is P(F|E).  Rearranging this equation gives us the general multiplication rule (for any events, independent or not):



          P(E and F) = P(E) • P(F|E)



The probability of E and F occurring is P(E) occurring times P(F|E) (probability of F occurring given that E has occurred.



Permutations:  order is important!                 Combinations:  order is not important



n! means (n) • (n-1) • (n-2) • (n-3) • … • 2 • 1   (read n factorial)



Calculator can calculate factorials, permutations and combinations using math key and PRB option.   Calculator also figures out binomials:  2nd Vars, 0:pdf (x=), A:cdf (x< )



Binomial Probability Distribution:  An experiment is a binomial experiment provided:

The experiment is performed a fixed number of times.  (Each repetition is called a trial)

The trials are independent

For each trial there are two mutually exclusive (disjoint) outcomes:  success or failure

The probability of success is the same for each trial of the experiment



The probability of obtaining x successes in n independent trials of a binomial experiment, where the probability of success is p, is given by:

 

	P(x) = nCx px (1 – p)n-x,           x = 0, 1, 2, 3, …, n



nCx is also called a binomial coefficient and is defined by



 combination of n items taken x at a time   or

 

n                 n!

        =  --------------

k            k! (n – k)!
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Probability Review







Disjoint or Mutually Exclusive Events do not have any outcomes in common.  For example, if A is odd numbers on a six-sided dice and B is even numbers on a six-sided dice, then if we roll a die we can not have both event A and event B occur at the same time  P(A and B) = 0 (no intersection in Venn).  So the addition rule for disjoint events gives us 
                 P(A or B) = P(A) + P(B) 

Probability Rules for a Probabilistic Model:

Sum of all P(Events) = 1

All probabilities must be  0 ≤ P(Events) ≤ 1

P(Event) + P(Event’s Compliment) = 1

P(certainty) = 1  and   P(impossibility) = 0



				                   number of ways E can occur 

Theoretical Method of Probability:            P(E) =  -------------------------------------------- 

				  	     total possible ways



					observations of F

Empirical Method of Probability:            P(F) = ------------------------------------------

					total observations 

A

B







If events are not mutually exclusive or are not disjoint, then they have to have some part in common. As an example C is numbers < 5 on our six-sided die and D is numbers > 2.  This common part would be double counted in the addition rule above; so the general addition rule takes this in account:

              P(C or D) = P(C) + P(D) – P(C and D)

C

D

2, 4, 6

1, 3, 5

3, 4

1, 2

5, 6

P(A) = 3/6 = 0.5  and P(B) = 3/6 = 0.5  

   so

P(A or B) = P(A) + P(B) = 0.5 + 0.5 = 1 (not very common, but A and B are compliments!)

P(C) = 4/6 = 0.67 ,  P(D) = 4/6 = 0.67  and P(C and D) = 2/6 = 0.33

   so

P(C or D) = P(C) + P(D)  - P(C and D) = 0.67 + 0.67 – 0.33 = 1

               (note:  if we don’t remove the double counting then P(C or D) > 1!)



Computing of At-Least Probabilities:



P( at least one) = 1 – P(compliment of at least one) = 1 – P(none)

At least one:  x ≥ 1  so the complement is x = 0!



Multiplication Rule of Counting:  p•q•r• ….  For p choices of item 1, q choices of item 2, 

r choices of item 3 and so on.
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Binomial PDF

The probability of obtaining x successes in n independent trials of a binomial experiment, where the probability of success is p, is given by:

 

	P(x) = nCx px (1 – p)n-x,           x = 0, 1, 2, 3, …, n



nCx is also called a binomial coefficient and is defined by



 combination of n items taken x at a time   or 

 

    where n! is n  (n-1)  (n-2)  …    2   1

n                 n!

        =  --------------

k            k! (n – k)!
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Permutations

Number of Permutations of 
n Distinct Objects taken r at a time:

		N objects are distinct

		Once used an object cannot be repeated

		Order is important


			              n!

			nPr = -----------

			          (n – r)!



Type in n, hit MATH; select PRB, 2 and type in r; ENTER
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Venn Diagrams in Probability

A  B is read A union B and is both events combined
also seen as A or B

A  B is read A intersection B and is the outcomes they have in common
                             also seen as A and B



Disjoint events have no outcomes in common and are also called mutually exclusive

In set notation: A  B  =  (empty set)







A

B







A

B

Mutually Exclusive

Intersection: A  B  
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Conditional Probabilities

Given that some event has already occurred, what is the probability that another event could occur?

P(A | B) is read what is the probability of A given that B has occurred

It is governed by the following formula:




obviously P(B) ≠ 0 (since it has occurred)

                   P( A and B)

P(A | B) = -------------------

                          P(B)







Conditional Probabilities

Giventhat some eventhas alreacy ocourred,

whatis the probabilty that anofher eventcould

- P(A|B)is readwhatis the probabilty of A

givenhat B has occurred
- tis governed by the following formula:
PaznaE)

ig)=DUAZIE)
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obviously P(B) #0 since it has ocourred)





Tree Diagrams

Tree Diagram makes the enumeration of possible outcomes easier to see and determine

Running the tree out details an individual outcome
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